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The theory of dynamical systems
of conflict in the framework
of functional analysis

Volodymyr Koshmanenko

Abstract. In this article, we give an introduction to the mathematical set-
ting of problems related to the phenomenon of conflict in terms of construc-
tions in Hilbert spaces. The struggle (conflict, game) between opponents
(adversaries, players) will be represented by operator transformations of vec-
tors in Hilbert spaces and probabilistic distributions on the territory of life
resources. The phenomenon of conflict as a contradiction between opponents
appears in mathematical terms as an intersection the domains of definition
for operators and overlapping of corresponding measures.

Conflict interaction between opponents in the physical sense is described
by the specific transformation of states in a Hilbert space. In turn, this is a
mapping that changes the spectral measurements. Thus, a complex dynam-
ical system arises, which we call a dynamical system of conflict. Then the
following main problems arise as fundamental questions. What reasonable
law of engagement (game or war) should be adopted to resolve the initial
intersections? What is a fair limiting distribution of the resource territory?

In a more general formulation, solving conflict problems means the de-
tailed describing of all possible outcomes on opponents states of the type:
victories, defeats, states of equilibrium, compromises as fixed points together
with their basins of attraction.

Amnoranis. Crarrsd IpUCBIYEHA BBEIEHHIO MATEMATUYHOI IIOCTAHOBKU 3a-
Jad, OB’ ga3aHuX i3 (peHoMeH KOHGIKTY, B TepMiHAX KOHCTPYKIN# y Tijlb-
6eproBux mpocropax. Boporbba (KoHMIIIKT, rpa) MK omoHeHTaMu (Cympo-
TUBHUKAMHE, TPABIAMHI) Oy/I€ NPEJICTABICHA ONIEPATOPHUMH TI€PETBOPEHHAMHE
BEKTOPIB y TJIb0EPTOBUX POCTOPaX Ta HMOBIpHICHUMU PO3IIO/IIIAMA HA TTPO-
cTOpi KUTTEBUX pecypciB. PeHOMEH KOHMJIIKTY, K CyMepevdHiCTh MiXK OIO-
HEHTAMY, B MATEMATHIHUX TePMiHAX O3HAYAE IIEPETUH 00IaCTell BUSHAMEHHST
JJTsl OTIEPATOPIB Ta MEPEKPUTTs HOCIIB BiJIMTOBIIHUX Mip.

Koundikraa, y dizutnomy ceHci, B3a€MOo/Iisi MizK OTIOHEHTaMU OITMCYETHCS
crenudivHUM IEPEeTBOPEHHAM CTAaHIB y TiIb0epTOBOMY IPOCTOpPi. Y CBOIO
qepry, Ii BimobparkeHHsT 3MIHIOIOTH CIEKTPAIbHI BUMIPIOBAHH. TaKuM 9u-
HOM, BUHUKA€E CKJIAJHA JTUHAMIYHA CHCTEMA, Ky MU HA3UBAEMO JIHAMITHOIO
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cucreMoro KOHMIIKTY. fK ocHOBHI mpobsieMu MOCTAIOTH HACTYIHI QyHIa-
MEHTAJIbHI uTands. JKuit po3yMHuil 3aK0H KOHGIKTHOI B3aemoil (rpu am
BiitHu) Tpeba NPUHAHATH [Isl PO3B’3aHHs OUYATKOBUX epeTuHiB? IKkum Mae
OyTH ClpaBeINBUN 'PAHUYHUAN PO3MOILI TEPUTOPIl KUTTEBOTO pecypcy?’

VY 6inbm 3araapHOMY (DOPMYITIOBAHHI, PO3B'A3aHHS KOHMJIKTHUX IIPO-
6J1eM O3Ha4YA€ JETATBHUN OMUC YCiX MOXKJIMBUX PE3YJIBTATIB IIPO CTAHU OIO-
HEHTIB TUILYy: IIEPEMOTHU, IOPAa3KU, PIBHOBAI'M, KOMIIPOMICH, $IK HEPYXOMi TO-
9KH, pa3oM 3 baceiiHaMu X HPUTATAHHS.

Having created the world,
God has appointed for everyone

a place at paradise, but
Devil invented a conflict

1. INTRODUCTION

1.1. A bit of history. The classical approaches to the conflict phenome-
non and its applications have been discussed in many publications (see, for
example, [5-8|, [11], [14-17], [20], [10,21-23]|, [27]|). Here we shortly recall
only some of well-known relating equations, models and versions:

— the Malthus-Verhulst population equation describing the dynamics of
internal competition,

dpP
~— = (b—d)P — cP?
7 ( ) cPs,

— the logistic equation
Tpt1 = 1T (1 —xp)

which has been used to explain many population phenomena and exis-
tence of different evolution cycles,
— the Lotka-Volterra equations

N =aN — bNP, P=—¢cP+dNP
with wide spectrum of applications to behavior of hostile essences (for
example, the predator-prey model).

Besides, there are many problems with collision situations reflected in the
game theory (see, for example, [39] “Theory of Games and Economic Be-
havior”, by John von Neumann and Oskar Morgenstern).

1.2. Transition to a new vision. However, it is impossible to understand
the global picture of conflict phenomena on a universal scale, without mov-
ing from classical approaches to posing problems in terms of the modern
theory of dynamic systems, using of Hilbert or Banach spaces, theory of
self-adjoint operators and methods of functional analysis.
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Today, it is obvious that a wide range of phenomena in the natural
environment, such as, for example, biological populations or the dramatic
evolution of society, can be understood at least partially only with the help
of complex systems theory.

So, in world there are several powerful scientific centers to study of com-
plex systems (of type Santa Fe Institute in Mexico). In this direction the
main mathematical instruments are the non-linear analysis, the theory of
dynamical systems, and the computer modelling. According to the theory
developing in [19,40] well constructed non-linear dynamical system has
always enough equilibrium states, both repulsive and attractive which sep-
arate the phase space into zones with different regimes of behavior for
trajectories. The equilibrium states here play the same role as eigenvectors
for operator in the linear analysis.

Moreover, we have to use all powerful instruments already developed in
mathematical physics and functional analysis. This transition to using of
contemporary methods is similar to going from classical physics to quantum
mechanics and quantum field theory.

One of the important feature of a new approach to description of results
(instead of construction of deterministic trajectories) is the going to sta-
tistical (probabilistic) interpretation of results. It means that in general
that it is impossible to predict, who will be a winner and how many he
obtains in each single case of the game. Thus, all prediction results of con-
flict interactions will be presented in a form of probabilistic distributions
on infinitely dimensional space. So, we need to use the methods of Hilbert
or Banach spaces.

Further, a notion of the conflict transformation as a some mapping in
the states space may be adequately represented by a specific linear operator
in a Hilbert space. It should correspond to the physical process of conflict
interaction between large (in a real, infinity) amount of alternative sides
(opponents, players, agents).

We start with obvious remark that only two forms of rough interaction
are observed in our living environment, namely, repulsive and attractive.
It follows that the construction of a universal conflict transformation in
the dynamical equations can be based on two operations corresponding to
simple mathematical signs: minus and plus. This is similar to the creation
and annihilation operators in quantum field theory. This is why we have
to look for construction of equations with two basic transformations that
represent the attraction and repulsion in each dynamical conflict model and
that are analogous to the creation and annihilation operators in quantum
field theory. It is important that these equations are necessarily non-linear,
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since the value of the terms corresponding to each opponent changes non-
additively at each moment of the conflict game.

Finally, we note that despite the important impact of abstract outcomes
on our understanding of various processes, especially in multi-component
and multi-agent models represented by mean-field games with total payoffs,
from the point of view of concrete applications, the results of an abstract
theory are of little use. In fact, we need to develop a more advanced
universal conflict theory of the type of axiomatic approach in quantum
field theory.

In the next sections, we will consider only the simplest versions of conflict
transformations without taking into account external influences. For more
discussion and results see the constructions in [2], [4], [24]-[25], [28]-[37], [35]-

2. THE UNIVERSAL LAW OF CONFLICT INTERACTION

Who should be here,
me or my enemy, that is the question

Here we discuss the mathematical writing of a heuristic version of the
universal law of interaction between alternative opponents. In other words,
we are trying to build a simple mapping that describes the elementary act
of physical collision between abstract adversaries. In the following con-
structions of complex conflict systems, this map will be transformed into a
more convenient and perfect form.

Consider a standard situation. Let A and B be two alternative opponents
living in the common resource space §2. Alternativeness means that any
interaction between A and B occurs according to the law of mutual repulsion
in the sense probable presence. Therefore, we will use the probabilistic
approach.

Let P4 = PA(A) (P? = PB(A)) denote probability of presence A (B)
in some disputed region A < € at the initial moment of discrete time.
It is then natural to expect that any single act of conflict between these
opponents will change these initial probabilities to new ones determined by
simple formulas:

P4 _(A)=PA(1 - PP, PB

new new

(A) =PB(1—PA). (2.1)

The right-hand sides of these equalities contain the products of two val-
ues: the probability of being in the A region for one of the rivals and the
probability of not being in the same region for the second.

We call the law (2.1) a generalized formula of William Shakespeare, con-
sidering PS, (A) = PY(1 - PY), C = A, B as its usual variant, which was
implemented in the logistic equation.
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We take this universal law as the basic part of all formulas describing the
conflict struggle. So, in specific models of dynamical systems of conflict,
this law of struggle is consistently repeated until the moment of victory
or defeat, or to a certain kind of balance (compromise), or, finally, to the
achievement of cyclic orbits.

In particular, if continuous time is used, then the above heuristic law of
conflict transformation can be written in the form of a system of nonlinear
differential equations:

d A A B d B B A
—P*=P*(1-P —P” =P°(1-P").
y (1-P), - (1- P4

To clarify this law, we are taking another important step: regionalization
of the resource space of the conflict. Formally, this means the decomposition

Q) to a set of partitioned regions:
m

Q=[J% 2<m<w (2.2)
i=1

In fact, all real conflict processes take place in some space or territory that
is always there is naturally divided into separate ones parts (we call them
regions) that are separated from each other and in each of which there
are purely local relations between the presence of conflicting parties (oppo-
nents). The structure of such partitions can be significantly different in the
mathematical sense, from 2; as ideal subsets to manifolds with complex
even fractal supports. In what follows we assume that some decompo-
sition (2.2) are fixed. However, it may change in the course of conflict
resolution similar as it happened when one state intervenes on another.
Next, we assume that some separation (2.2) is fixed. However, this can
change during conflict resolution, such as when one state intervenes in an-
other. Moreover, in models describing the infinite repetition of biological
populations that compete with each other, it is necessary to carry out a
self-similar division of each region €2; at all moments of time t =1,2,.. .

=% =] Qi o Qi = ([ Qi k=1

io=1 ip=1

Here we will make only one step. Let P& = P4(Q;,t) and PP =
P5(Q;,t) denote the independent probabilities of capturing region €; by
opponents A and B, respectively, at time t. Then, if we assume the uni-
formity of such distributions into regions €2;, then the above law takes the
form of a system of 2m differential equations:

d d S
GPA=APM1-PP),  SPPaPPU-P{). ieTm
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where A is a normalization factor.
In what follows we use discrete time, so instead of the above differential
equations let’s move on to the differences:

pf“ = Mkl —r}), Tf“ = i1-pl), t=0,1,..., (2.3)
where the notation is entered, p! := P4(Q;,t), vt = PB(Q;,t). Since we
use a statistical approach, vectors p* = (pt,...,p%), vt = (rl,...,rl ) are

stochastic for each ¢: .

m
Zplf:l:er.
i=1 i=1

It is not difficult to notice that the normalization coefficient A in (2.3)
depends on time and has the form
m
A=1/2", =1-6, o' = (p',rt) = prrf
i=1
Difference equations (2.3) establishes the simplest probabilistic law for
conflict transformation which we will denote as *. Models of dynamical
conflict systems
P 25 ) =12,
generated by the difference system equations of the type (2.3), has already
been studied in a number of publications (see [28-34,36,37]). One of our
main ones results confirm the convergence of all trajectories of the dy-
namic systems described above to equilibrium states. We call this result
the conflict theorem. It can be formulated as follows (see [32]| and references
therein).

Theorem 2.1. Each trajectory {p',r'} of CDS generated by the system of
equations (2.3) starting with of an arbitrary point {p°,r%} given by a pair of
stochastic vectors p°, 70 which are different, (p°,7°) # 1, converges to the
limit state (fized point),
{pt7rt} - {pOO’T,OO}7 t— 0,
which consists with two orthogonal vectors, p™ L r®. That is,
— if at the initial moment of time the inequality p > 1) was fulfilled for
some coordinates, then

py >0, r¥ =0,
— ifpg < rg, then

pr =0, ry >0,
— and ifp? = 7‘?, then
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Values of non-zero boundary coordinates p;° > 0, r;° > 0 are proportional
to the initial differences d; = pg — r?, dp = 7“2 — pg, i.e.

p?ozdl/D’ T]C;O:dk/D’

where the proportionality coefficient D is independent of indices of non-zero
coordinates.

Thus, the struggle of opponents for possession of regions in space (2.2)
is only able to redistribute the initial values probabilities of their presence
in different regions in accordance with the law alternative conflict of the
form (2.3). That is, the dominance of one of the players in some €; leads to
the disappearance of another in the same region. Presence is redistributed
in such a way that opponents are located in different regions that do not
overlap. Therefore, all trajectories of the dynamic system (2.3) converge
to the equilibrium states given by orthogonal vectors in the sense of R™ if
m < oo or in the Hilbert space ls if m = c0. Any compromise states in pure
alternative dynamics are impossible.

3. CONNECTION WITH PERTURBATION THEORY

Perturbation theory in mathematical physics provides a powerful tool for
its use in conflict theory. First, let’s briefly recall the background.

3.1. Perturbed operators and their scattering. Let a Hilbert space
‘H be the state space of some physical system and H be its free Hamil-
tonian. For example, H = L2(R3), and H = —A — the Laplace operator.
Then, according to quantum mechanics, the dynamics is described by the
Schrédinger equation. Its solutions are written by vector functions of the
form W(t) = exp~® ¥(0), which describe the time evolution of the trajec-
tories, starting from states W(0) € H.

Let us now consider two perturbations V7 and Vs of H, which can be con-
sidered as the influence of alternative opponents on free evolution. Suppose
both sums, Hy = H + Vi, k = 1,2, are well-defined self-adjoint operators
of H. Then, again according to the abstract Schrédinger equation

d
i—W(t) = HW(t
1= V() = Hy (1),
there appear two different time evolutions:
Wy (t) = e Hg(0), Wy (t) = e M2y (0),

The physical collision between such different behaviors is described in
perturbation theory by the so-called scattering operator

S=wHw)*,
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where

WE = lim eitfze—ith
t—+o0

is defined as the wave operators [26]. The existence problem of the wave
and scattering operators are non-trivial and has long history. Especially in
the case of singular perturbations (see, for example, [33]).

Here we want to look at Hj as operator strategies that correspond to
the alternative behavior of a certain entity (population, political ideolo-
gies, opinions, etc.). Then Wy (¢) represent its independent time evolutions
with the initial state U(0). But instead of the collision in the above form
of the scattering operator, we propose to find a new description of the con-
frontation between opposite sides in the form of a discrete-time sequence
of acts of redistribution for the initial positions in the life space according
to the universal nonlinear rule.

3.2. Infinite-dimensional space of living resources. Thus, we need to
define the conflict composition * in terms of vector-states of Hilbert space,

Uy (t) * Wy(t) =2, t=0,1,2,...

The transformation x= will correspond to interaction between alternative
sides for presence in the living (resources) space H.

One of the way is to engage an observation the position operator Q. Its
spectrum, €2 := o(Q), we will treat as the living (or resources) space for
alternative opponents. Then the independent time evolutions in such space
may be described in terms of probability measures

[ (A) = (Eo(A)¥L, ¥L),  AeB,

where B is the Borel algebra of subsets on €, and Eg(A) denotes the
operator spectral measure (the identity resolution of operator Q).

It is worth recalling the physical interpretation. According to the princi-
ples of quantum physics (see, for example, J. von Neumann “Mathematis-
che Fundamentals of Quantum Mechanics”) the values p} (A), ph(A) can be
considered as the independent probabilities of finding opposite sides repre-
sented by states ¥; in the subset A < ). In other words, its are the math-
ematical expectations to observe (to measure) the presence of opponents
with strategies Hy, Ho in states ¥}, U} restricted to subspace Eq(A)H.

The conflict interaction causes a certain deformation of these indepen-
dent expectations.

Now we will explain the idea for construction of the mathematical trans-
formation * corresponding to a conflict interaction in a Hilbert space.

We suppose that each conflict dynamics has its own time, continuous or
discrete, in general different from the independent (free) time evolutions of
physical systems. Here we develop an abstract approach to definition of the
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conflict transformation. Let pu!, ! denote a couple of probability measures
of above type on the measurable space (2 = o(Q), B). Putting

P (A) = (D), Pl,(A) = 5(A), AeB,

we define conflict transformation in terms of these measures:

t t+1
Nl} * ¢ Hq ( 0 0
— P = s fy = f2),
{Mé {ué“}

where we use discrete time ¢ = 0,1,.... At each step, the measures are
modified using a generated William Shakespeare type formula (2.1):

P (A) = PLY(A) = P (A) - (1 P (A),
st (A) = PLEY(A) = Pl (A) - (1= P, (A)).

The inverse problem, i.e., the reconstruction of vectors ¥}, ¥% on the mea-
sures pf, pb will be considered in further sections.

3.3. Singular perturbation as a cause of conflict.

Conflict is caused
by the singular structure of matter

Here we show that alternative behavior strategies corresponding to the
above operators Hj arise naturally under a singular perturbation of the
free Hamiltonian.

Briefly, the splitting of unity (free Hamiltonian) into contradiction sides
(H}, operators) can be described within the framework of singular pertur-
bation theory.

In our approach, the phenomenon of conflict between alternative parties
looks like a kind of explosion of free evolution, “exit from paradise”. Math-
ematically, this means splitting the free Hamiltonian H on two or more
branches of conflicting evolution. We associate this path with the singular
perturbation H. But first we mention the usual approach again.

Let us consider a free energy operator H with domain D(H ) in a Hilbert
space H. Let

D={VeD(H),|V]=1}

denote some initial set of states for the physical system associated with
operator H. We note that in general in real situation, each concrete physical
system involves in the “life” not all vectors from D(H). So, D is only a part
of D(H), but it is assumed that D is a dense subset in H. Each vector ¥ € S
has a pure deterministic free time evolution described by the Schrodinger
equation, W(t) = exp~ 7 ¥,
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If the physical influence on the system is described as a “rough” pertur-
bation written in the form H; = H + Vi, where V] is a fairly good operator
that has an interpretation of the external field, then the problem is to de-
scribe the perturbed picture of the new evolution, including the spectral
analysis of H;. Moving on to another perturbation V5, we get some new
evolution picture, ¥(t) = exp 2 ¥ evolution. There is no conflicting
phenomenon on this way.

Further we need in the following

Definition 3.3.1 ([33]). A self-adjoint operator H is called (purely) sin-
gularly perturbed with respect to H if the linear set

Dr = {f € Dom(H) ~ Dom(H) | Hf:ﬁf}
is dense in the Hilbert space H.

Here, I' is associated with some extremely small set in physical space
that is responsible for the singular perturbation.

For more detailed facts connected with definition of singular perturbation
see [33]

Formally every singular perturbed operator may appear in the following
way. At first one consider a restriction of H into some dense linear subset
Dr = D < D(H) with consequent extension to any a new self-adjoint
operators H; such that:

H;|Dr = H!Dr, i=>2.

We will always assume that D; = Dr n D(H;) are dense in H.

Now, the evolution of the physical system associated with different oper-
ators H; will have a certain kind of uncertainty because these operators are
quite close (they are identical on a dense set) but still different (due to a sin-
gular perturbation on a very small set I'). Hence, opposite and conflicting
paths may arise for the evolutions started from the vectors ¥ € n;D;. The
theory of the dynamic system of conflict is designed to give a description
of this kind of evolution and to solve the problem of “fair” redistribution of
the conflict territory 2 = o(Q) which the spectrum of Q.

To this aim, we need to select and use an explicit law of conflict interac-
tions that will govern the time dependence of the trajectories of the conflict
dynamical system.

3.4. The law of conflict interaction in terms of states. Here we will
describe one of the possible variants of conflict dynamics in terms pairs of
non-orthogonal states ¥ € Dy, ® € Dy which correspond to two conditional
opponents. It will be performed by a composition marked * and operating
in the Hilbert space H.
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Let @ denote the self-adjoint operator in ‘H corresponding to the obser-
vation, which is called a position. Its spectrum represents the resource area
for all other observations.

Put in correspondence to a couple ¥, ® their spectral representations
with respect the operator Q):

U o p(A) = (Eg(A)V, ),
B — v(A) = (Eg(A)D, ), AeB,

where Eg(A) stands for the operator spectral measure of @ and B denotes
the Borel g-algebra. In what follows we denote this map by symbol K.
These probability measures p,v we interpret as two starting indepen-
dent distributions for a couple of some opponents (individuals) along the
territory Q = o(Q) where o(Q) denotes the spectrum of Q. If the states of
the opponents are orthogonal, ¥ | @, then the measure carriers u,v have
a zero intersection and there is no conflict between the opponents. But if

supp(u) N supp(v) # &,

then the opponents start to struggle (conflict interaction) with the aim of
displacing each other from the territory of joint coexistence.
The simplest version for the evolution law * of opponent sides,

0 t
R N 7
{ o}—){ t}’ (1 =p, ¥ =v), t>0,

may be described by the nonlinear equations of a view:

d , d

2t ~etyt —nt — vt~ et —pt 3.1
il pe=n, prid v =, (3.1)
where O = O(ut,vt) := (H®!, ¥') stands for the multiplicative Hamilton-
ian of the system and n’ = n’(u, v) denotes the so-called conflict occupation

measure. Here we used an isometric correspondence
K:HoVU  uly «—(t) € Lao(Q,dEg(z)), z€Q (3.2)

(¢(t) is the density of uf, with respect to the spectral measure of @) which
is constructed on the basis of the spectral theorem for the operator @
(see [9] for details). In fact formulas (3.1) are analogies of the products
P, (A) - (1 - P} (A)) from the above Shakespeare’s formula.

Now we need to give some explanation about the concept of the conflict
occupation measure in the abstract situation. Let u, v be a pair of positive
measures on (€, B). Of course, we can assume that as above

1(A) = (EQ(A)¥, W)y, v(A) = (Eq(A)®, @)n
with the assumption that supp(u) n supp(v) # &.
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Suppose that the conflict territory 2 is separated into a finite amount of
regions: © = [ J€;. Then we define the conflict occupation (intervention)
measure for the starting couple {y, v} as n :=n, + 1, where

n(A) := Var,(v) = sup wa(Ai)V(Ai), AA; e B,
A

A:uii

1, 1fw(Al) = 0,
0, otherwise

and

1, if —w(Ai) = 0,
0, otherwise

where w := p — v is the signed measure associated with p,v. In particular,
if A is a set of absolute domination for u:

p(A) = v(A)), VA € A,

then 7, (A) = v(A). And similarly for 7, if v absolute dominates on some
A, ie.,

v(A) = u(A'), VA € A,

then 7,(A) = p(A). Thus, the value 7,(A) estimates the “intervention
strength” of opponent for u on a set where it has absolute dominance,
and vice versa, 7,(A) has a similar but opposite meaning, it evaluates the
strength of occupation of another opponent which is represented by p on a
set A, where now v has absolute dominance.

It should be noted that in general the conflict occupation measure is
not probabilistic, i.e., n(2) < 1. In addition, we can say that conflict
confrontation is very weak whenever 7(2) ~ 0 and extremely strong if 7(€2)
is close to 1.

We propose some illustrative example: 7,(A) may estimate how many
English-speaking persons lives in Ukraine, while 7,(A) gives values of
Ukrainian-speaking persons there are in some fixed region A in the USA.
These values refer to the initial time ¢ = 0 and will change according to the
conflict dynamics in a form (3.1).

Theorem 3.5 (Theorem of conflict in terms of states in a Hilbert space).
Let states of a couple opponents at a time moment t = 0 are given by two
unite non-orthogonal vectors W, ® € H. Using the mapping (3.2) put in
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correspondence to ¥, ® measures g, Ve. Assume that the set

supp(uw) [ |supp(ve) # 2.
Then the trajectory of the conflict dynamical system
v e [T 0 0
D)) wnwen o
with the conflict composition * generated by equations of type (3.1) in terms

of measures py(-) = (Eq(-)V, V), vo(-) = (Eg(-)®, ®), converges to a fized
point {U*P &}, Thus, there exist the limits in the strong sense in H

U = lim ¥, P* = lim P'.
t—00 t—00
That s
e | p*
and
supp(pg) [ ] supp(ve=) = 0.
Proof. Here we give only some sketch of our arguments.

At first, we come from equations (3.1) to its difference variants, i.e., to
the conflict dynamics at the discrete time

\I’O .t \I’t
o0 1) t=0L--

where each couple U, ®¢ is defined by the iteration procedure in accordance
with dynamics of the associated measures:

A)(1+6°) —n'(A)

t
u
a1 () = Pt

1+ 0t 4 Wt ’ (3.3)
VtJrl(A) — V}I)(A)(l + @t) — Tlt(A)
® 1+oet+wt ’

where A € B, ©! = (HV!, &), and W' = n'(Q).
Further, for proving of the limiting measures

pwy =wt/z,, vy =w /2y,

we use a suitable version of arguments (see, for instance [32]), where w™/z,,
w™ /2, denote the normalized components of the Hahn-Jordan decomposi-
tion for signed measure w = py —vp = w™ +w™. And finally, we come back
from Ly(Q2, dEg(x)) to the Hilbert space using the inverse transformation
KL

U* = K12, d° = K@, O
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A more general theorem is also true if we modify the conflict interaction
law (3.3). Namely, instead of ©f = (H¥? &) we take ©f = (H,¥!, ®!) and
0! = (HyW!, ®'), where Hy, Hs is a pair of singularly perturbed operators.
They arise as a pair of self-adjoint extensions of the symmetric restriction
H to the domain Dr, where I' < () is the zero set with respect to the
spectral measure of the operator Q:

mewazavmm®mmm

3.6. The method of rigged spaces. Quite often, the conflict struggle
arises between rather close, almost identical living conceptions. This kind
of proximity can be accurately described in terms of singular perturbations
of the general free Hamiltonian. Then, as in the real situation, each ad-
versary will have its own Hamiltonian, which determines the strategy of its
evolution in time.

Let us describe this approach in more details.

Let H be a strongly positive self-adjoint operator in a Hilbert space H
and

H_2H 23Hy =DomH
denotes the associated rigged (equipped) space (for details see [9]). Here O

stands for the dense inclusion. This rigged space is only some part of the
so-called H-scale of Hilbert spaces,

H_ 9H =Ho 3 Hyp = DomH*?, k>0,

The concept of a singular perturbation first appears in physical consid-
erations (see [3]) related to the problem of the expression

—A+ ), e R,

where —A is the Laplace operator, and § stands for the Dirac delta func-
tion treated as a singular one-point potential. The corresponding linear
functional

I59) = (0.0 = | B(a)ple)dn = (a0, ¢ € ORY)

is singular in Lo(R3, dx) since its null set ker(ls) creates a dense domain
in Ly. In an abstract approach, the singularity property was extended to
quadratic forms in the rigged spaces.

Definition 3.6.1 ([33]). A positive quadratic form ~(-,-) on Hy is called
singular in H if for each W € H there exists a sequence ¢, € H, such that

on — ¥ and v[pn] = v(on, pn) — 0 as n — oo.



Theory of dynamical systems of conflict 857

It is clear that a quadratic form ~ is singular if its null set

ker(y) = {p e Hy| 7[e] =0} = Do
creates a dense domain in H, i.e. D§ = H (cl = closure). Thus, 7 contains
practically unobservable physical information.

Despite this “almost zero information”, singular quadratic forms can exert
a strong physical influence on the H Hamiltonian. In particular, singular
quadratic forms can carry singular perturbations H, which significantly
change the behavior of evolutions in time.

Let 7 be fixed and its null set ker(y) = Dy be dense in H. Then the
restrictions

H := H|D,

defines some symmetric operator in H. We assume that its deficiency in-
dices are equal and nonzero:

nt(H) =n~ (H) # 0.

The family of its self-adjoint extensions
{H = H" | Hl|p, = Hp,}

represents all possible candidates for a singular perturbed operator. The
resolvent of each operator H allows an explicit construction according to
the so-called Krein’s formula. We will give only the most famous sample of
Krein’s formula: R N

H™'=H.' + BPy,,
where Py, denotes the orthogonal projector onto the defect subspace N
of H, and B represents the extension parameter. It is some self-adjoint
operator in Ny. Above Hp denotes the Friedrichs extension of H which
often coincides with H. Depending on the operator B , the corresponding
singular perturbed extension H can have many new spectral properties in
comparison with the original H.

We note that each operator Bis closely connected with singular quadratic
form . Since it is usually assumed that v is continuous on H there exists
the associated bounded operator B, : H;y — H_. And all B in fact is
also obtained using some singular quadratic form g in the rigged Hilbert
space.

It is important that all operators H are the same on the dense in H
domain Dy. So, one able to consider the conflict dynamical system with
many, m > 2, opponents. Every of them will have its own strategy of
behavior in a form of the operator H;. Thus, for any family of self-adjoint
extensions {H;}", defined by the above formula,

H7'=H' + B;Py,, (3.4)
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we have
Hi\I/ = H\I’, e Do.

This fact causes a certain uncertainty of the evolution in time of arbi-
trary vectors W € H, if they are interpreted as the states of some biological
system. Since the singular perturbation is located on a very small, in the
physical sense, set, we denote it I" (for example, at a single point, as a delta
potential, or on a fractal that has zero Lebesgue measure), it is difficult
to take into account, it is not visible. From the point of view of biological
essence, this kind of violation does not exist. But nevertheless, different
elements of the biological population under the influence of a singular influ-
ence choose different strategies of behavior corresponding to Hamiltonian
among the set {ﬁ }. Thus, any singular perturbation can be interpreted as
the cause of the splitting of the behavior of the biological population into
different branches of evolution over time with subsequent confrontational
struggle between them.

So, if we fix some family of self-adjoint extensions {H;}!",, m > 2 and
associate to each H; some kind of “society” (as a linear set of vectors D;
from H), then its evolution admits description similar to the previous ones
for a couple of players. Thus, we have the Theorem of conflict for a complex
system with many opponents fighting each one against all others.

Theorem 3.7. For ¥; € H, i € 1,m, put pu;i(-) = (Eq(-)¥;, ¥;) and de-
fine the “mean field” measures v;(-) = ﬁzk# wi. Consider the conflict
dynamical system with trajectories

*, t
produced by formulas
d
dt @t 777,7 :u? = M, (35)

where O} = (H; "W 1/(m — 1) Diwi Vi) with H; defined by the Krein
formula (3.4) and M = Nu; + N, 5 the occupation measure for a couple
Wi, Vi. Assume that all differences

~ ~ o
D;i=B;— By, i,ielm

are compact operators. Then, under some pure technical additional as-
sumptions on the family p;, for each A € B there exist limits

pf(A) = lim pi(N), o L, i
That s,

o _ .+
Ky = w; /wa
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where w;" /zw; denotes the normalized positive component of the Hahn-
Jordan decomposition for family of signed measures w; = p; — v;.

In particular, for the vectors Wi := K~1ut we have convergence in the
strong sense:

: t
tlgg) vy =,
where all vectors VP := K~'u® are orthogonal in H.

One may consider the family of the limiting vectors {U*°}", as the
equilibrium state for the starting conflict system.

The proof of this theorem faces new difficulties due to the fact that
in (3.5) the functional ©! is not the same for all components, but depends
on H;. Besides, it is necessary to coordinate the procedure of the Hahn-
Jordan decomposition for family of signed measures w;. In application this
decomposition means the separation of the common living territory between
alternative players.

We recall that according to the well-known Hahn-Jordan theorem [13],
there exist two kinds of decomposition connected with a signed measure
of a view w; = p; — v;. Namely, for the set, €, = supp(w;) and for
Wi, Wi = wj — w; , where measures wj and w, are orthogonal. The first
decomposition has a form

7

Q=4 O,

where _+ = supp(w;"). That is

Q[ =2,

and where the positive and negative components w
nition as follows,

w (A) = Vary (w;, A) == sup w;(A),
A'CA

w;, (A) =Var_(w;,A) := _Ai/réwai(A/)’ A A eB.

Jr

;" ,w; are uniquely defi-

This theorem states that
HA(A) - pF(A) > 0, ifACQ,,
pi(A) — 0, fACQ,.
The set
Qu,,.. v, = USUPP(%@O

2
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naturally to treat as the common living territory for m players associated
with vectors ¥q,...,¥,,. Due to conflict transformation,

Q.+ = supp(w;") = supp ("),

and therefore the set (g, . v, was separated into new family of regions
without intersections:

m
=1

)

Thus, the conflict is resolved since there appears the equilibrium state

U ..., 0P described in terms of the associate limiting measures:
t 0 _  ,t
M1 , p = wi /2
*, . o0 e} - -/
_ R B
t w0 _, +
K M = wm/zﬂm

where
supp(p;”) = €+
The last equality shows that every measure 1;* is concentrated in region
of the initial absolute domination of y; over all i, i’ # .
On this way we may consider a model of an abstract society represented

by two conflict clusters of vectors S = Si|JS2. Each subsystem S, Sy
contains a finite number, my, meo, of players represented by unite vectors

U, e Sy cDycD(H), O e Sy Dy D(H).
Then there appear two clusters of the associated probability measures:
pi() = (EQ() Wi, ¥;), Vi € D1, vp(r) = (EQ() Pk, Pi), P € D

and their “mean field” alternative variants

ﬂizl/m2ZVka Dkzl/mlzﬂi-
% i

Theorem 3.8 (Conflict between two clusters of opponents). All trajecto-
ries of the conflict dynamical system

0 0 0 0 *, t t t t t
{13 Moy Vi s Vo) = 0 s gy V1se sV, )y 120,
generated by formulas of type
d bt t d tot t
auz:@m—nw £Vk:@’/k—77w

converges to a fized point (an equilibrium state):

TS The S V- SO Vst B w L vl Vi k.

) mo
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3.9. Towards physical examples. Let H denote the Hamiltonian of some
physical system of some elements (particles) with +/— charge or +1/ — 1
sign of spines.

Then subspaces D; € D(H), i = 1,2 differ due to chosen priority with
respect to positive-negative charges or right-left sign of spins.

At starting time moment there are many vectors ¥;, &, with the mixed
distribution along an above physical property. The conflict interaction bet-
ween possessing to one of them produces the separation all mixed states
into two orthogonal subspaces:

H=H1 D Ho.

The close pictures appear in the Ising model describing the behavior of
nuts in a lattice of magnetic dipoles with +1 or —1 spins, as well as in po-
tential theory which deals with the existence problem of minimizing signed
measures supported on a condenser A = A, (JA_.

Else one example gives a model of quantum harmonic oscillator. Let

H = Ly(R', dz), H=1/2m(Q*+P?), Q=~=z, P ~id/dc.
The operator H has the discrete spectrum:
He; = \e;, i = (i +1/2)hw, w is the oscillation phase,
where
ei(r) ~ exp(—z?/2)H;(z), H;(z) are Hermite polynomials.

In the simplest case we consider the system {¥, ®} with two unit vectors,
U, e D(H):

o0 [ee}
U = Z a;€e;, P = Z biei, a;, bz € (C,
i=0 i=0
U= pi=1=>ri=|®, pi=lal’, ri=b
1 7
The conflict interaction between ¥, ® deforms their free dynamics given by
the Schrédinger equation. The problem of “right” redistribution of starting
priorities along the spectrum we write in a symbolic form as U'«®!? In other
words we regard U, ® as opponents whose projection weights (amplitudes)
pi, T; on e; show their priority relations with respect to eigenvalues \;.
Let us separate all basic oscillators e; into two subsets Dy, Dy using the
priority domination produced by ¥ and &:

e; € Dy, ifie Ny = {i | p; = 14},
ek€D¢,ikaN¢:{k|’l°k>pk},
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where recall, p; (1) is a probability to find ¥ (®) in a pure state e;, (eg).
Now we are able to define the occupation discrete measure (¥, ®) = n:

_ {Pz’, if p; <7
N =

— (P
n = (Ni)i0 r i< g

We assert the existence of an equilibrium limiting state for such conflict
dynamics at discrete time. Namely, by the Theorem of conflict there exist
the limits

lim p! = p® lim rf = r®
t—>OOpZ pz ) P k k"

such that pi® =0, i € Ng, 7> =0, k € Ny. The system {¥*, &} with the
limit vectors

e = Z ale;, O = Z b ey
€Ny kGNq>

creates a fixed point, U®° 1 &%, It is easy to see that this equilibrium state
is extremely unstable.

4. CONNECTIONS WITH POTENTIAL THEORY

In this section, we are going to substantiate our idea about the connection
between the well-known Gaussian minimization problem in potential theory
and the existence of a limit state of equilibrium in conflict theory. In other
words, we want to show that the minimizing measure in the potential theory
as the equilibrium charge on the capacitor essentially coincides with state
of compromise redistribution in dynamical system of conflict (DSC). To
formulate our goal in more detail, we need additional preparations.

But at first we recall shortly some facts from the classical theory of
capacities of compact sets [12,38] following the papers [41-45]. This theory
was initiated by Wiener and developed by many scientists, we remind only
Frostman, Riesz, de la Vallee-Poussin. The modern notion of inner and
outer capacities was originated by Cartan. He observed that the cone of all
positive measures on R? with finite Newtonian energy is complete in the
energy norm. The using of the strong and the so-called vague topologies
enabled Fuglede to extend a theory of capacities for measures on a locally
compact space X for positive definite kernels x on X. Ohtsuka developed
this approach for vector-valued Radon measures u;,7 € I on X, where
dim [ < 0.

The last fact is important for application in theory of dynamical systems
of conflict when we want to study the models with an arbitrary amount of
opponents associated with vectors ¥;,7 € I in a Hilbert space H of type
Ly(2, dEqg(x)) with Q = X < R™ where @ is so-called the position operator.
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In [45] was developed and investigated the theory of inner capacities and
inner capacitary measures and proved a series of theorem on convergence
of above measures and their potentials for monotone families of sets. We
used some results from [45] to prove Theorem 4.1 (see below).

Let M, M™ denote the sets of all signed and positive measures on X,
and M7 (X) denotes the set of all probability measures on X.

Let G(z,y),z,y € X be a positive definite kernel on a locally compact
Hausdorff space X. For a given kernel G the function

Ut(z) = Gz, p) := JG(m,y)du(y% pe M

is called the potential of a measure y and the value

Eali) = Gl ) i= || Glodu(a)duty)

is its energy.
Consider a compact set K < X. Given G and a compact set K < X,
the value

. -1
co(K) = capg(K) := [inf {Eglu] : pe M{(X), u(K) =1}]
is called [1,12,38] the interior capacity of a set K with respect to G.

The capacity of the set can be defined in another way [1] in terms of
smooth functions,

co(K):= inf{”gp“%u : peCY, (@) =1on K},

where H 4 means a positive Hilbert space built on a given kernel G (in fact,
it is some Sobolev space).

One of main results of the potential theory asserts that under rather
wide assumptions on a set K there exists the so-called equilibrium measure
v € M™ supported on K such that

o(K) = Ealy] = |7/,
and
Ul(z)=1, VrekK,
where | - |3, denotes the norm in the Hilbert space associated with G.
Further we assume that X € R™ and that a kernel G is perfect in the B.
Fuglede’s sense [18]. In particular, G(z,y) is a symmetric and lower semi-
continuous. So, using the notation from [45], we may put G(z,y) = k(z,y),
where k(z,y) denotes one of the perfect kernels of type:
— Newton
— Riesz
Klz,y) =z —y|*™", 0<a<n,
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— or general Green ones
K(I’,y) = gl—‘(xay)a I'c R™.

For given strictly positive definite kernel x on X we define the Hilbert
space H, = Hy by the standard procedure of compactification and fac-
torization of the linear space from signed measures M(X) with the inner
product

(w1, w2, = K(wi,ws)
and the norm |w| = +/k[w].

According to [45] there are various ways for solution for “the problem
of minimizing energy integrals over various unite charge distributions” on
a set K with a presence of an extreme field. This problem is frequently
referred to as the Gauss variational ones.

In particular, for arbitrary K < R" and the kernel x denote by M™(K)
the cone of all positive measures p concentrated on K and which have finite
energy F,[u]. Tt is known that this cone is strongly complete in the norm of
H,. Then for any K < R"™ with finite inner capacity ¢(K), there exists the
equilibrium measure g which is uniquely determined by the two relations

2
k] = [ l3, = c(K),
k(z,v7k) =1on K.
It is remarkable that similar kind of the result is true for a set K which
is replaced by the condenser of a view 2 = Q_ ( J 2 and instead of positive
measures p need to take signed measures w. In the simplest reading, the

solution of the minimizing problem meant that for wide kind of sets of type
a condenser with finite x-capacity there exists the signed measure

Y =7+ —7- € M(Q), (4.1)
Y4 € MFT(Qy), v— € MHT(Q_), such that
E.[y] = k(y,7) = c(9), k(z,v) =1 ~ — almost everywhere.

Here ¢,(€2) denotes a capacity of the condenser 2 with respect a given
kernel x(z,y).

Our hypothesis is that the minimizing measure v may be constructed as
the limiting distribution in the DSC. In a symbol we are going to write (see
below Theorem 4.1)

ny =4 pr =,
with v; and y_ defined as follows:

Jim {4y« pip} = {pf, p,
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where * denotes the conflict interaction in the space of probability measures
on 2. In other worlds it means that the measures u'y, ul; corresponds to
two alternative opponents A, B after the conflict interaction at the time
moment ¢ creates a sequence of signed measures w! which converges to the
minimizing measure v under a fixed condenser 2. That is, the conflict
interaction mapping * have to be constructed with using the kernel x, and
we extend our considerations to construction of the DSC in the Hilbert
space H, with the inner product

(wr, ), = j () d(wn ® w2) (2, )

and the norm
lwlz, = v/ K(w,w).

So we formulate our intentions in the form of a theorem, although we do
not have a complete proof of it today.

Theorem 4.1. Let H,Q be a self-adjoint operators in Hilbert space H.
Assume the spectrum @Q is absolutely continuous, 0(Q) = g4 = X € R”,

n =1, H is strongly positive, and its inverse has an integral representation
in La(0(Q), dEq(z)) given by a kernel:

(Ho1W, @) = (1w, 10) Ly (0(Q) dEq (2) = f k(z,y)dpw (z)dpe (y),

o(Q)
where
pu(-) = (EQ()¥, ¥), pa(-) = (Eq(-)®,®)

and the associated with H~' integral kernel r(z,y) is perfect in sense Fu-
glede (see [18]).

Let Hy4, Hg denote a couple self-adjoint extension of the symmetric ope-
rator

H:=Hp,, Dyc D(H)

which has a nontrivial deficiency indices n™(H) = n~(H) # 0. These
operators, Ha, Hp, are corresponded to the Hamiltonians of two opponent
sides, A and B. They admit interpretations as the strategies of the dynam-
ical behavior.

Let the DSC' associated with Ha, Hp is fized by a number of components
ma+mp =m < o and a decomposition of o(Q) = Q into some kind of
condenser:

Q=0_[ ], o =J o Q= %
jEN_ ieN (4.2)
N_={1,...,mp}, Ny ={l,...,ma},
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such that
QA =g, i # .

The states of this DSC' are consisted from a set of m vectors

{¥} € D(Ha)}ien, , {®} € D(Hp)}jen-
which change
(o) oo}
(I)§ (I);Jrl )
in the discrete time t = 0,1,... in accordance with the law of conflict

interaction = given in the terms of associated measures:

py, (A)(1 + 0" —ni(A))

t+1 A) =
t ¢ ¢ (4.3)
1) 2 P (11469 — ()
fey 1+et+wh
where A € B,
o' = > (HU,®), Wi=>ni(X), Wp=>niX), (44
iely,jelp i J

and where the occupation measures nL(-) and T];() are defined under as-
sumption that every §; is a set of absolute domination for juy, in the sense
that:

,u\yi(A/) = I/i(A/), VA’ < Q;, (45)
and similarly every €;, j € I is a set of absolule domination for ug,:
o, () = wi(A), VA € Q) (4.6)

where measures v;, vj are defined as the “mean fields” created by the opponent
sides:

vi(A) = 1/mp Y| pa,(A) +1/(ma—1) Y pw, (A

jelp k#i
vi(A) = 1/ma Y pu,(A) +1/(mp — 1) > pa (A).
i€l z k#j

That is, n(-), nﬁ() are defined as it was described in Subsection 3.4 starting
with signed measures w; := py, — v; and wj := pa; — Vj.

Then the minimizing problem for above fized condenser Q = o(Q) of
view (4.2) with above assumptions (4.5) and (4.6), admits unique solution
vq in the following space of probability measures

ML) x ML(Q) =
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= {pw;, po,, Vi€ D(Ha),®; € D(Hp), |Vl =|2;] =1}.

In particular, it means that there exists the trajectory of DSC that converges
to the equilibrium signed measure vo = Yyo_ + Yo, where

—1; t
= fim 2, # 0 = Jim 2, i,
iely Jelp
Here we represent only some arguments for proving of the above theorem.
At first, we remark that in according Theorems 3.5 and 3.7, there exist
limiting measures
o]

o . t _ . t . .
prg, = lim gy, po; = lm pg i€la,j€lg,

which are supported on the corresponded subsets €2; or €2;, respectively.
The last fact follows from assumption that for every starting measure py,
or pe; the set €; or respectively €2, is a set of absolute domination:

py, (A = (A, VA < Q,
pa; (A") = vi(A'), VA" < Q.

By this, the values of occupation measures n!(A’), 175- (A’), which, we re-
call, estimate the “intervention strength” of opponents and the “strength of
competition” with ,ufl,k, k # 1 and ,ufbk, k # j, respectively, on sets €;, €;
converges to zero with ¢ — oo for any A’ € ; and A’ < Q;. And vice
versa, by the same reason of absolute dominance, values of all measures
pg, (A") and u’f{)j(A’) goes to zero when A’ did not belong to €; and Q;,
respectively.

Note that 7,(A) has a similar but opposite meaning, it evaluates the
strength of occupation of another opponent which is represented by @ on a
set A, where now v has absolute dominance.

Here it is worth recalling the property of absolute dominance in the
abstract case. Consider a couple of probability measures u,v € MT(X),
@ # v. Assume that for some A one of the measures p or v has a local
priority with respect other. It means that for any Borel A’ € A following
inequality is fulfilled:

w(AY =v(A)  or (A <v(A).

Using this tool we introduce on of the main characteristic of an opponent,
its dominant territory as the maximal subset where one of above inequalities
are fulfilled. In the case of two measures, this problem has a solution in
terms of the classical Hahn decomposition for the charge w = u — v.

In the theory for conflict dynamical systems with many alternative op-
ponents associated with an arbitrary family of probability measures {p;}
on the measurable space (€2, B) there appears a similar task as a part of the
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equilibrium states problem. Importantly that supports of limiting measures
corresponding to the equilibrium state just coincide with subsets from de-
composition of §2 into the maximal regions of dominance for each measure
w; over all others in the sense, p;(F') = ux(F), Vk # 1.

We assert that under fixed integral kernel x constructed by a suitable
operator H, the minimizing measures -; for each subset €2; admits construc-
tion among a family of the limiting measures p;° which appear in DSC with
arbitrary sets of starting opponent components m = ma + mp < 0.

It should be noted that above the decomposition (4.2) was originally
fixed, while in theory the complex systems composed with a family of m > 2
advisories, say A, B, C, ... which are associated with probabilities measures
Wi, @ = 3 on a space (€2, B) the analogous decomposition

o= o
=1

appears as result of long fighting. Here Qj is not unique and dependents
on the starting relations between measures u;. Therefore, it coincides with
the union of all subsets of absolute dominance for one of the opponents.
Equivalently, this means that every p; exceeds all other measures in the
sense that

pi(F) = u(F), Vk+i, YFcQi()B.

Although the same set also appears as support of the limit measure p;°.
In fact, it is a nontrivial problem to generalize the above kind of decom-
position for a case of several opponents. From the one hand side it may be
performed using the classic Hahn-Jordan decomposition for each couple of
measures [i;, ¥; which define a signed measure w; = p; — v;, where

vi:=1/(m—1) Z -
k#1i

The difficulties connected with a fact that u;(F) = v;(F) does not imply
that p;(F) = pi(F) for k # ¢ and therefore the set of absolute domination
for p; in general is less than a positive subset of w;. So we need to extend the
classic Hahn-Jordan decomposition into positive and negative components,
w = w_ + w4, on the case of multipolar expansions for a family of signed
measures: wj = [ — [k, &k € [1,m],m > 3. On the other hand in the
theory of DSC with many opponents, this problem is closely related to
the problem of finding equilibrium states and the limiting redistribution of
resource space as a result of the conflict interaction.

4.2. A case of conflict interaction between a finite number of ab-
stract societies. Let A;, i € 1,m denote m > 1 abstract societies living
in the resource territory 2 ¢ X, which is a compact set in R"”. Match each
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A; with a set of some individuals. Mathematically, this means a family of
vectors ¥, a; € I; < oo in the Hilbert space H or probability measures
Ha,; € MT(Q) associated with the vectors ¥, in the spectral representation
of the position operator @ with o(Q) = . We assume that each A; has
priority in some region €2; <  of the resource area. In other words, §2;
denotes the domain of absolute dominance for the family of measures f,,:

Qi = up{pe MI(X) | pa,(E) = pa, (E), VE S F, Yk # i}.

Let {A;,Q = [J;Q, %} denote the dynamical system of conflict between
abstract societies A;. Here % and corresponds to the law of conflict inter-
action and controls the behavior of trajectories in terms of vectors Wl or
measures ufw t =0,1,... The mathematical definition of % depends on the
specific real model. In general, in what form this mapping is implemented,
the question is open. It can be constructed similarly to formulas (4.3) with
additional terms corresponding to the division of the entire system into clus-
ters. The question about the form of the energy functional ©¢, see (4.4),
is especially important since it is defined by some Hamiltonian H whose
inverse H~! and its quadratic form (H~!. -)3 is used for construction of
the integral kernel kg (-, ) = k(-, ). The question of the form of the energy
functional ©F, see (4.4), is particularly important, since it is determined
by some Hamiltonian H, the inverse of which H~! and its quadratic form
(H=1. )% is used to construct the integral kernel kg (-,-) = k(-, ).

Thus, under all technical assumptions about the structure of the resource
space § = | J,; i, as a generalized condenser, the kernel £p, and the prop-
erties of the potential function k(zx, ), where the measures of p we take
from M7 (Q) (for details see [41-45]), we can formulate our hypothesis in
the form of a theorem as follows.

Theorem 4.3. The minimizing measure yq = Y, Vi for which

k(va.v0) = vel® and k(v %) = (),

where cx(+) is the capacity of the set Q; can be defined among the family
of limit measures p° that arise in the above-described dynamical system of
conflict with arbitrary sets of starting combinations p; € M;(£2).

It is important that the minimizing measure vq as an equilibrium state
of the conflict system allows approximate construction using iterative se-
quences according to formulas of the type (4.3).

Finally, we note that an essential technical trick in the proof of the above
theorem is based on the notion of inner balayage for measures in the sense
of the following definition [45].
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For the set €; = Q, the inner balayage p% ue M*(Q) is defined as the
measure with minimum energy (v, v) in the class

ng,# = {V e MT(Q) | k(-,v) = K(-, 1) on Qi},

i.e.
12 = min [v].
VE Qo
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