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Matrices with all minors of some fixed
order being equal: the rank, dimension
and characteristic property

VY crarTi mociimpKyerbes kiaac 9 MaTpuis (HaJ( JOBLIBHUM IIOJIEM),
B SIKIX BCI MiHOpH JeKOr0 (DiKCOBAHOTO MOPSAKY k — piBHI 1 BiaMinmHi
Biz 0. BeraHoBiieHo, 1110 paHr TaKUX MaTPHUIlb JOPIBHIOE k. 3HAMIEHO
MOKJIMBI 3HAYEHHS JJIsT po3MipHOCTI MaTpuili 3 kiacy N. Haxo Ta-
KOK HEOOXITHY 1 JOCTATHIO YMOBY JIJIsl TOTO, 0O MATPHUIIs HAJIEXKAJIA,
1o xiacy M.

Investigated in this paper is a class 91 of matrices (over an arbitrary
field) in which all minors of some fixed order k are equal and nonzero.
It is established that the rank of such matrices equals to k. The
possible values for the dimension of a matrix in 9t are found. A
necessary and sufficient condition for a matrix to belong to the class
M is also given.
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1. Introduction

Matrices with all principal minors of some fixed order being equal
were studied by R.C.Thompson in [1] and [2]. In [1] a classification
was obtained for symmetric matrices having all principal minors of
order t equal, for three consecutive values of ¢ less than the rank of
A. A similar result, a classification for real symmetric matrices such
that all principal minors of order ¢ are equal and all nonprincipal
minors are of fixed sign for two consecutive values of ¢ less than the
rank of A, is presented in [2]. The paper [2] also characterizes square
matrices A over an arbitrary field in which the condition on the
principal minors of A is weakened: it is required that all principal
minors of order ¢ are equal for one fixed value of ¢ less then the
rank of A; while the condition on nonprincipal minors of order t is
strengthened: it is required that they are also equal.

Investigated in this paper is a class 90t of matrices (not only square
and over an arbitrary field) in which all minors of some fixed order k
are equal and nonzero. It is established that the rank of such matrices
equals to k. The possible values for the dimension of a matrix in 9t
are found. A necessary and sufficient condition for a matrix to belong
to the class 907 is also given. As an example illustrating main results,
a classification is found for matrices that have all minors of order 2
equal and nonzero.

2. Notation

Let A be a m X n-matrix over an arbitrary field. For A, we use
AT, A* rank A, det A to stand for the transpose matrix, the adjoint
matrix, the rank and the determinant of A, respectively.

By A’ we mean j-th column of A (j € 1,n) and A; is used
to denote i-th row (i € 1,m). In addition, we use the notation
(AJ1 A7z AJs) for the submatrix formed by selecting from A a subset
of columns A7, A2 ... AJs in the same relative position.

Remark that a class 91 of matrices over a field in which all minors
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of some fixed order k are equal to w # 0 is closed under taking
submatrices and transposes.

3. Main results

Teopema 1. Let P be a field and A be a m X n-matriz over P in
which all minors of order k are equal and nonzero. Then:

(i) rank A = k;
(i) k <m,n <k+1.

Jlosedenna. (i) Let all minors of order k of the matrix A be equal to
w. Since, by theorem’s condition, w # 0, obviously, rank A > k.

If k=1 then A = (a;;) where a;; = w. In the case when w # 0
the rank of the matrix A equals to 1 and the assertion of the theorem
is valid.

Let k£ > 1. Assume that the rank of the matrix A is greater
than k. Then there exist (k+ 1) linearly independent rows and (k +
1) linearly independent columns in A such that the corresponding
square submatrix B of order k£ + 1 of the matrix A is nonsingular:
B = (bij),1<i<k+1,1<j<k+1. In this case, for the matrix
B, there exists an inverse matrix B~

B! = (det B)"'!B*

where B* is an adjoint matrix to the matrix B. Since all minors of
order k of the matrix B are equal to w,

w —w w e (=D)AL

—w w —w e (=1)F 2y

B l'=(det B)™! w —w w e (=1)F3y
(_1)k+1w (_1)k+2w (_1)k+3w (_1)2kw

In the case w # 0, the rank of the matrix B~! equals to 1. Since
k > 1, it implies that B! is singular, which contradicts to the choice
of B. Hence, the assumption is not valid and rank A = k.
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(ii) Let now show that the number of columns (as well as the
number of rows) of the matrix A is equal to k or k + 1. Obviously,
k< m,n.

Let m < n. Assume n > k+ 2 and consider k x (k + 2)-submatrix
C of the matrix A. All minors of order k of the matrix C' are equal
to w # 0, therefore, in view of (i), rank C' = k.

Denote by C7 the j-th column of C.

Since rank C' = k and the determinant of the matrix (C'C2...C*),
obtained by deleting from C' both column (k+1) and column (k+2),
is equal to w, we get that the system of vectors C',C?,...,C*
is linearly independent and is the basis of the system of vectors
cl,C?,...,C*k Okl CF+2. Therefore, vector-columns CF+1 and
C**2 can be expressed as the linear combinations of C1,C?, ..., C*:

k k
Ck+1 = ZsiCi, CIH_Q = ZZZCZ, Si,li e P.
=1 =1

Consider the determinant of the matrix, obtained by deleting
from C both column k and column (k + 2):

k
det(CTC2...CHICMT) = det(C'C2..CF 1 (D siCh) =
=1
= det(CTC2...C* 1 (5,C%)) = spdet(CC2...C*1CF).

Since both det(C1C2...C*¥~1C*+1) and det(C*C?...C*~1CF) are mi-
nors of order k of the matrix C, they are equal to w # 0, hence,
S = 1.

Consider now the determinant of the matrix, obtained by deleting
from C both column (k — 1) and column (k + 2):

k
det(C'C2..CPF2CFCHT) = det(C'C2...CP2CH (D 5iCY)) =
i=1
= det(C'C2...C*2C (5,1 CF 1)) = s3,_1det(C'C2...CF2CFCF1) =
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= —s5,_1det(CLC2..CF2CR Lok,

Since both det(C*C2...C*¥2C*C*+1) and det(C1C2...CF2Ck1CF)
are minors of order k of the matrix C', they are equal to w # 0, hence,

Sk—1 — —1.
In a similar way, we get sx_o = 1, sp_3 = —1, ..., 51 = (—1)F*1,
Then

Ck+1 _ (_1)k+1cl + (_1)k02 + (_1)k—103 4= Ck—l + Ck _
k
_ Z(—l)k+2_ici.
i=1

Repeating the same considerations for the column C**2 of the
matrix C, we get:

Ck+2 — (_1)k+101 + (_1)k02 + (_1)167103 4. = Ck*l + Ck: —

k
_ Z(_l)k+27ici
i=1
hence, CFH+! = Ck+2. But then the determinant

det(C3...CFCk1C*+2) of order k of the matrix, obtained by
deleting from C' both column 1 and column 2, is necessarily equal
to 0, which contradicts the condition of the theorem. Therefore,
assumption is not valid and n < k + 1.

It remains to consider the case n < m. Since all minors of order
k of the transpose matrix AT are also equal to w # 0, applying the
proven result to A" gives us that the number of columns of AT does
not exceed k + 1, hence, m < k + 1.

The theorem is proven. O

Hacainok 2. Let A be a k x (k + 1)-matriz over the field P. All
minors of order k of the matrix A are equal and nonzero iff the
following conditions 1)-2) hold:



224 D. Ya. Trebenko, O. O. Trebenko

1) rank A = k;
2) (k + 1)-th column A**1 of the matriz A is expressed as the
linear comb]ination.'
AR Z(_l)k-i-Q—jAj -
j=1
= (“1)FTAT 4 (1A% 4 ()R AR L AR AR
where A7 is a j-th column of the matriz A, 1 < j < k.

Hosedenna. Necessity immediately follows from the proof of
Theorem.

Sufficiency. Let the conditions 1)-2) hold for the matrix A and
det(A'A%...A*) = w # 0. Let M be an arbitrary minor of order k of
the matrix A. Then M is a determinant of a matrix, obtained by
deleting from A some column A7, j € 1,k + 1.

If j = k+1 then M = det(A'A%...A*¥) = w. Let 1 < j < k. Then

M = det(A... AT AT AR AR =

N

= det(A".. . ATTTATHL AR (-1 AT)) =
j=1
= det(AL. ATTLAITL AR((—1)FF27T A7) =
= (1) 27 idet(AL.. ATTLAITL AR AT =
= (—1)F 27 (—1)F T det(AL . AT AT ATHY AR) = (—1)2H1=0) gy = g,

The corollary is proven. 0

The next proposition follows immediately from Corollary 1, in
view of the fact that the class 91 of matrices with all minors of some
fixed order k being equal and nonzero is closed by taking inverse
matrices and submatrices.

Hacainok 3. Let A be a (k+ 1) x (k + 1)-matriz over the field P.
All minors of order k of the matrix A are equal and nonzero iff the
following conditions 1)-2) hold:
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1) rank A = k;

2) (k + 1)-th column A**1 of the matriz A is expressed as the
linear combination:
k

AR — Z(_l)k—i-Q—jAj _
j=1
= (“1)FAT 4 (—1)FA% 4 ()R AR AR AR

where A7 is a j-th column of the matriz A, 1 < j < k.
3) (k4 1)-th row Agy1 of the matriz A is expressed as the linear

combination:
k

Ak+1 _ Z(_l)k-i-Q—zAz _
i=1

= ()M A + (D) A + (DT A 4+ = A+ Ay
where A; is a i-th row of the matriz A, 1 <i <k.

BayBaxkenust 1. For arbitrary given field P, w € P\{0} and posi-
tive integer k, there exist matrices over P of the dimensions k X k,
Ex(k+1), (k+1)xk, (k+1)x (k+1) having all minors of order
k equal to w. Indeed, one can always indicate a square matriz B of
order k, which determinant is equal to w, e.g.,

w 0 0 .. 0
0 1 0
A= 0 0 1 0
0O 0 o0 .. 1

Consider a k x (k + 1)-matriz A such that B is a submatriz of A
obtained by deleting (k + 1)-th row: B = (A'A2...AF), and

k
AR Z(_l)k+2—jAj —
j=1
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— (_1)k+1A1 + (_1)kA2 + (_1)]671143 4= Akfl —I—Ak

In view of Corollary 1, all minors of order k of the matrix A are equal
to w. In a similar way, one can construct matrices the dimensions

(k+1) xk, (k+1) x (k+1).

As an illustration to the Theorem, consider the following example
classifying matrices in which all minors of order 2 are equal to some

fixed w # 0.

Example 1. Let A be a matrix over a field P. All minors of order
2 of A are equal to w # 0 iff A is a matrix of one of the following

types:

1) A= ( @ > where a1, a2 € P, ag # 0;

—Wag 0

“1
2) A= ( (aza; Z w)ay 22 ) where ag,a3,as € P, ag # 0;
3 4

al ar +az as
3) A= ( —waz_l —wa;l 0 > where ay1,a2 € P, ay # 0;

) A= (azas + w)a;l (agas + w)ail +as as
as as + aq aq
where a9, a3, a4 € P, a4 # 0;

-1

ai —wa,
5) A= | a1 +as —wa2_1 where ai, a9 € P, ay # 0;
a9 0
(agaz +w)ay* as
6) A= (agas + w)azl +as as+aq | where as, a3, a4 € P,
a9 ay
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al ai + as a9
N A=\ a — wagl a1 + ag — wa;1 as | where ai,as € P,
-1 -1
—Wa, —Wae 0
az # 0;
-1 -1
(aga3 + w)ay (agaz + w)ay " + az as
21 -1
8) A=\ (a2a3+w)ay +az (axas+w)a, +az+az+as az+ay
as as + ay a4

where a9, as, a4 € P, aqg # 0.

Indeed, by Theorem, rank A = 2, the number of rows and columns
is 2 or 3.

Case 1. Let A be a square matrix of order 2: A = ( Zl 32 )7
3 a4

ajaqy — agaz = w # 0, ay,as,a3,a4 € P. If ag = 0 then asas =
—w. Since w # 0, we have ay # 0 and a3z = fwagl, hence, A =

( a171 2 ) and A is of type 1). If ag # 0 then a1 = (azasg +
—Wa, 0

w)all, hence,
e (agaz +w)ay' as
as a4
and A is of type 2).

Case 2. Let A be a 2 x 3-matrix. Then, by Corollary, its

2-nd column is a sum of the 1-st and 3-rd columns: A =
ar aip+az as

as a3 +a4 a4
If a4 = 0 then as # 0 and a3 = —wa;l, hence,

A= a ar +az as
= -1 -1
—Way —wWay 0

and A is of type 3). If ag # 0 then a1 = (agaz +w)a; ', hence,

where aja4 — asas = w, ai,as,a3,a4 € P.

. (agaz +w)ag' (azaz +w)agy' +az as
as ag + ayq a4
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and A is of type 4).

Case 3. Let A be a 3 x 2-matrix. Then the transpose matrix AT
is a matrix of type 3) or type 4), hence, A is a matrix of type 5) or
type 6).

Case 4. Let A be a 3 x 3-matrix. Then, by Corollary 2,

its 2-nd column is a sum of the 1-st and 3-rd columns, whi-
le its 2-nd row is a sum of the 1-st and 3-rd rows: A =

al aj + as ao
ar+as ai+as+az+ag as+ay where a1, a9,as,a4 € P,
as as + a4 a4
ataqg —agaz = w # 0. If ag = 0 then as # 0, ag = fwagl,
al aj + as as
hence, A = ai — wa;1 a1 + ag — wag1 as and A is a
—wa;l —wa2_1 0
matrix of type 7). If ay # 0 then a; = (agas + w)a;l, hence, A =
(azasz + w)all (azasz + w)a4_l + as a9
(azas + w)al1 +as (azas + w)af +ax+az+as ax+aq
as as + a4 a4

and A is of type 8).

Corollaries 1,2 and direct calculations show that the matrices of
types 1)-8) have all minors of order 2 equal to w.

4. Conclusion

In this paper, we have established that the rank of a matrix having
all minors of order k equal and nonzero is equal to k. The number
of columns of such matrices is k or k + 1 (as well as the number of
rows). Using the necessary and sufficient condition for a matrix to
have all minors of order k£ equal and nonzero, one can easily classify
all matrices for fixed values of k. In this study, such classification is
given for k = 2.
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