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HasgasricTh omrepaTopHOl piBHOCTI IJisi PIBHSIHbB, OB’ I3aHUX HEJTOKAJILHUMU
[IEPETBOPEHHSAMU, TO3BOJIM/IA 3AIPOIIOHYBATH METOM 3HAXOIKEHHS I1HIIO-
ro PO3B’SI3KYy BUXITHOTO PIBHSHHS, STKUN MPUETHAHUN 0 BiIOMOTO #HOTO
po3B’a3ky. Lleit minxim 3acTocoBaHOo yisi TOOYIOBH TOYHUX PO3B’sI3KiB JIi-
Heapu30BaHoOro pisuanis KpudeBepa—HoBikoBa Ta BiaoBigHOro JiHifHO-
ro piBusHHs. BuBenerno dopmysny HesiHINHOI HETOKAJIBHOI CyHepIO3MINT
PO3B’s13KiB, sIKy BUKOPHUCTAHO JjIsi PO3MHOXKEHHsSI TOYHUX PO3B’SI3KiB IIHOTO
HEJIHIMHOrO PIBHAHHS.

Existence of an operator equality for equations connected by nonlocal
transformations allowed us to propose a method of finding of a new solu-
tion of the initial equation adjoint to its known solution. This approach
is used for construction of exact solutions for the linearizable Krichever—
Novikov equation and for the corresponding linear equation. The formula
of nonlinear nonlocal superposition of solutions for this nonlinear equation
is derived and applied to generation of its solutions.

1. Introduction. A wide range of efficient methods for study of
nonlinear partial differential equations are being developed at the mo-
ment. A considerable part of them are based on a fundamental idea
of symmetry and, in particular, on the group-theoretical method sug-
gested by Lie [6, 14, 16]. The most important generalizations of the ba-
sic symmetry group approach are realized in the concepts of conditional
(nonclassical) symmetries, weak symmetries [5, 9, 15] and nonlocal sym-
metries of differential equations [1, 2, 3, 4, 7, 10, 12, 13, 17, 18, 21, 23, 24].
Therefore, development of other approaches to seek for new symmetries
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and methods for investigation of these equations is of importance and
stays relevant.

Finite nonlocal transformations are efficiently used to study and solve
nonlinear partial differential equations for a long time [8, 10, 21, 23, 24].
In particular, a number of interesting results for nonlinear equations
connected among themselves by means of the nonlocal transformations
of variables were obtained and formulae generating solutions or nonlocal
nonlinear superposition were derived [11, 19, 22, 23].

Let us remind here the main concepts and terminology of the nonlocal
transformations method. Assume that a given nonlocal transformation

T: xi = hi(y7v(k))7 uK = HK(y7U(k))7
i=1,...,n, K=1,...,m, (1)

maps an initial (source) equation
Fy(z, U(n)) =0 (2)

into an equation ®(y,v(,)) = 0 of order ¢ = n + k that admits factoriza-
tion to another equation which we call a target equation

Fl (y» v(s)) = 07 (3)

ie.,

D(y,v(q)) = ALY, v(s))- (4)

Here X is a differential operator of order n + k — s. This results in
algorithms for finding solutions of (2) via known solutions of (3). Exis-
tence of factorization equation (4) gives rise to a technique of finding of
a special solution to the initial equation (2) from a known solution of
the equation ®(y,v(,)) = 0. The symbol u,) denotes the tuple of partial
derivatives of the function u from order zero up to order r. In the case of
two independent variables, we use the special notation of the variables:
x1 =z, x3 = t and thus u; = du/0t = dyu, u, = Ou/dr = dyu.

The paper is organized as follows. In the next section we begin with
some preliminary remarks on the concept of adjoint solution of the initial
equation. Then we apply it to the linearisable Krichever—Novikov equa-
tion derived from the linear one via the known nonlocal transformation.
In Section 3 this concept is applied to the case of the nonlocal invariance



Adjoint solutions for linearizable Krichever—Novikov equation 183

of the linearizable Krichever—Novikov equation. Examples of adjoint so-
lutions are constructed.

2. Adjoint solution of the initial equation. This section is
devoted to construction of solutions of the initial equation generated
from known solutions of the appropriate inhomogeneous target equation.
Existence of a factorization equation (4) gives rise to a technique [20] of
construction of the special solution to the initial equation (2). Further
we call it an adjoint solution.

We assume that a given function v = f(y) is not a solution of equa-
tion (3), that is, substituting this function into (3), we get another equa-
tion with discrepancy w(y)

Fi(y,vs)) = w(y). (5)
Suppose, nevertheless, that equation (4) holds and the equation
A(ya 'U(s))Fl (y7 U(s)) = )‘<ya U(s))w(y) =0 (6)

appears to be true. Here w(y) runs through the set of solutions of a linear
equation A(y,v(s))w(y) = 0 with variable coefficients of spatial form.
Solving (6) with respect to the unknown function w(y, v(x)(y)), one can
find its solution as a function depending on y, v (y)

w = W(y,v(k)). (7)

After substitution of (7) into the equation (5) we obtain an inhomo-
geneous equation for the dependent variable v:

Fi(y,vs)) = W(y,va)- (8)

Hence the result of transformation (1) takes a form

D(y,v(q)) = AM2(Y, v(s)) = MEF1L(Y, v(s)) — Wy, vy )- 9)

The function v(y) determined by (9) satisfies the equation T Fo(z, u(,))
= ®(y,v(g)). Therefore, substituting v(y) obtained in this way into the
formulae of nonlocal transformation 7, one can find an appropriate so-
lution of the given equation (2). Moreover, having the information on
symmetries of the inhomogeneous equation (8), one can construct a r-
parametrical family of solutions for it and, consequently, find the corre-
sponding parametrical sets of solutions to the initial equation (2). If we
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let in (8) W(y,v)) = 0 the equality (9) returns us to the connection
of solutions of the initial equation and (3). That is why further we call
such a special solution an adjoint. In what follows, we illustrate this
approach by some examples.

3. Adjoint solutions constructed via the linearization. In this
section we use the nonlocal transformation that connects the linear equa-
tion and the Krichever—-Novikov equation of a special form and illustrate
the proposed approach by some examples.

It is well-known [8] that the Krichever-Novikov equation

up + %u;luix — Uppe = 0 (10)

can be obtained by applying the nonlocal transformation

w =iz (11)
to the homogeneous linear third-order partial differential equation

Wy — Wage = 0. (12)
The operator equation (4) connecting these two equations has the form

—4ui@z (ut + %u;luix — umx) =0. (13)

Suppose a function S(z,t) (discrepancy) is defined such that the inhomo-
geneous equation

3,-1,2
U + U, U Ugze = S(z, 1)

rx

is satisfied. Then the condition 9,S5(z,t) = 0 follows from (13). In
particular, if we let S(x,t) be a linear function of time, i.e., S(x,t) = ht,
the corresponding equation takes the form

3,—1,2
ut+Zum Uy e

— Uppe = ht. (14)
This equation admits the Lie algebra spanned by the following operators
X]. :8127 X2 :8t+htau7 X?):a’tm
Xy = (u—ht)dy, Xs= 320, + 19, + ht*d,. (15)

1) We obtain a simple group-invariant solution of equation (14) sol-
ving the characteristic equation generated by the sum of the first two
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operators of the algebra (15), u, + u; — ht = 0. The corresponding Lie
ansatz is

u(z,t) = —3ha® + hat + f(t — z).

Substituting this expression into (14), we find the reduced ordinary dif-
ferential equation

4f" (hw — f) + 3f"* — 6hf" — 4f" + 8hwf' — 4h*w?* + 3h* =0,

where w =t — 2. The general solution of this equation allows us to write
down the required solution of (14)
u(z,t) = ht* + Eeosin2(t —z + ¢1)
+ %02 sin(t —xz+¢1) + %cz(t —x+c1)+cs,
where ¢y, ¢, c3 are arbitrary constants.

Applying the nonlocal transformation (11) to the obtained solution,
we get the corresponding solution of the linear equation:

w(z,t) = %\/—QCQ cos2(t —x +c1) — 8cacos(t —x + ¢1) — 6ea.

One can compare the above solution with another solution of (12) being
obtained in the form w(z,t) = f(ct — ) determining a wave of unchan-
ging profile moving at the constant velocity c:

w(x,t) = ¢1 + o sin(ct — x) + ¢3 cos(ct — x).

2) Another group-invariant solution of the equation (14) correspon-
ding to the operator X5 of the Lie algebra (15) has an implicit form

t/a?
u(z,t) = Lht? +/ exp Q(k) dk + cs,

Q(k) = %\/56131 — 13—6\/332 + %Bg + %\/334

— 184/3¢,Bs + 4185 + ¢, (16)
where
13
B, = /k ¥3(s ) db
ey (1) + Iy (10))
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[t 13 (5%)
B, = 1/2 1v3 13 db,
02 (Y1 (57) + -1 (5%))
koAb (5) — T 1 (5%)
Bs = 13 13y
b(eY_1(5%%) +J_1(53))
B — [ 735 %) db
1 3/2 1v3 13 ’
BR(aY 1 (59%) + 71 (5%))
V3
B5—/k Y2 (5 7) db
WY (52) T, (B)
ot 4\/%}/2(%%)—1/_%(%%)
Bg = L S,
b 1 (5%) +7 1 (5%))

where ¢;, ca, c3 are arbitrary constants, J,(z) and Y,(x) are Bessel
functions of the first and the second kinds respectivelly. Applying the
formula (11) to this solution, we get such nonstationary solution of the
linear equation (12):

1 P C¥e A =5 5 5 ,c
w(x,t) — ifQ\/deé\/quH*%\/ngJr%Ber%\/334*%6135+%6136+72'
X

B;,i=1,...,6, are the same as introduced above with k = ;—3
4. Adjoint solutions found via the nonlocal invariance. Beside
a nonlocal linearization, the Krichever-Novikov equation (10) admits the
auto-Béacklund transformation [8]:
Uy = v, w2, (17)
-1,2

_ 2,2 —3,4
U = 20, WanVamre — 205 202 Vg + 4% Voo — Vs Vpzas

where v(z,t) is another solution of the same equation

3,—1,2 _
Vet JU; Uiy — Uzge = 0.

In other words, the equation (10) stays invariant under the nonlocal
transformation (17). This connection is realized by means of the operator
equality

(—4vmvg(‘3w + Sviam) - (vt + %v;lvfw — vmm) =0. (18)
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We assume existence of the function v(z,t) that is a solution of the
inhomogeneous equation

v+ 3002, — Vaae = Wz, t). (19)
Solving the partial differential equation generated by (18)
— 40,02 W (2, 1) + 803 W,y (2, ) =0

with respect to W(z,t, v, vy, vz, ), we obtain the general solution

Wia,t) = 1(0)+ falt) [ Vrde (20)

To exclude an integral term in (20), we differentiate (19) with respect
to x and set for simplicity f1(¢) = 0, f2(t) = K in (20), where K is
a constant. So, instead of (19) we consider the equation

O (v + 30702, — Vpy) — Ky/vg = 0. (21)

This inhomogeneous equation admits an infinite-dimensional Lie algebra
spanned by the following operators

X3 :6t+F1(t)8v, X :6$+F2(t)8v,
X3 = 20, + 10, + (Zv+ F3(1))0,. (22)

Here F;(t), ¢ = 1,2, 3, are arbitrary functions of the time variable. This
algebra allows us to get a wide range of group-invariant solutions of the
equation (21). We choose v(x,t) in the traveling wave solution form
v(z,t) = G(w), w = x — ht, where h is a fixed constant. Substituting
this expression into (21), we get the reduced equation

4G’(w)2G””(w) - 6G" (w)G" (W)G" (w)
+ 3G (w)? + 4hG' (w)2G" (W) + 4K G (w)*? = 0, (23)
which admits a solution

v(z,t) = G(w) = /Y(w)dw + cq,

where Y(w) = Z(w) + w + ¢3 and Z(w) is the function determined by
the equation

Z(w)
/ H~'df =o. (24)
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H(Z(w), f) is an implicit solution of any of two equations

Hh+ K[

_ 3/2
$(2\/f 02$Ph)h +Kharctan( N

) =0, (25

\/ hH? + 2/ FKH — . f
P=y|- ; .

To use the formula (17) and to verify a new solution, we need an expres-
sion for u; to be a function of w = x — ht. First we find a solution of
the equation (10) differentiated with respect to z. We set u(z,t) = L(w)
and substitute that into the equation

O (ue + 3uj M uZ, — tgey) = 0. (26)

Implementation of the reduction procedure leads to the ordinary dif-
ferential equation

4L (W)L (w) — 6L/ (w) L (w) L (w)
+3L" (w)? 4+ 4hL' (w)*L" (w) = 0. (27)
An implicit solution of this equation is determined by the integral equa-
tion
L(w) L
/ Q(a)" "da—w—2¢4 =0,
where function @(a) is defined by the equations
Q(a) hf
Vhf(er —Afh2 +4\/Fh2e, — h2E3)

where ¢, €2, C3 are arbitrary constants.
Now we apply the formula (17) to the obtained solution of the equa-
tion (23) and find the corresponding expression for wu,(z,t):

$

df +a+¢é; =0,

Ug(2,t) = L'(w) = G'(w)"1G" (w)>.
After simplification we get

BQ
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Here B(w,Y) are the implicit functions determined by the equations

Bh+K\/l7> o

2VY — ¢ )h%2 + Th3/? + Kharctan | —— > —
i 2) VRYT

T_\/ hB? +2/YKB — ¢1Y
=/ - - .

The function Z(w) was implicitly determined above by equations (24),
(25). Substitution of this solution into the equation (27) takes it to zero.

Knowing the Lie algebra (22) of the inhomogeneous equation (21) we
can construct a wide family of group-invariant solutions, and, therefore,
obtain various solutions of the equation (10). The new solution of the
equation (26) constructed above obviously can be generated via the in-
variance algebra admitted by this equation or by means of its any other
symmetry. The symmetry solutions of the special inhomogeneous target
equation allow us to generate different solutions for the initial equation.
What type of the symmetry of initial equations do we have in this case?
As a target equation is broken by a discrepancy appearance, it seems
naturally to call it a forced symmetry.

5. The superposition formula and generation of solutions.
We return to the homogeneous linear third-order differential equation
(12) and the nonlocal transformation (11), connecting this equation
with (10). We choose a linear superposition principle for (12) setting

w(z,t) = w(z, t) = w'(z,t) + wh(z,t).
Here w!(x,t), w'(x,t) are some known solutions of the linear equation.
As equations are connected by the nonlocal transformation (11), the

corresponding principle of nonlinear nonlocal superposition of solutions
for equation (10) can be constructed.

Theorem 1. The nonlinear nonlocal superposition formula of solutions
for equation (10) has the form

u(z,t) = u'(z,t) + v (z, 1)
42 / Vul (e 0y/ull(z,1) da + s(0), (28)

where the arbitrary function s(t) is defined by the equation

ut:2<\/u1(x,t)+ ull(m)) o2 <\/u1(x,t)+ uH(x,t)>
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_ (aw <\/u1(x,t) n uH(a:,t)>>2. (29)

Given solutions u! and u!!, the new solution of (10) is found integra-
ting the third term of (28). We get the specialization of the function s(t)
substituting the expression (28) into (29) and solving the equations ob-
tained with respect to s.

We illustrate utilization of the proposed superposition formula for
generation of solutions of the equation (10).

1) It can be easily verified that

ul = ﬁ(ms + 5eoxt 4+ 1032 + 106322 + Scaa + cg) + cs3,

ul = k2

are time-independent solutions of the equation (10). Applying the formu-
la (28) adduced in Theorem 1 we find a time-dependent solution

W = m (alxs + asx* + asz® + 30\/cTch2
+ 15y/C1cha + 960c1c2/5kyt + k),

a1 = 3v/c1 + 96+/5k1cy + 3840k c1%/2,

as = 15¢e+/c1 + 240\/%0102,

a3 = 160+/5k1c1 63 + 30\/c1 63,

K= 3\/crea® + 3800i’/2(03 + c4).

2) Choosing ¢; = 0 in (16), we obtain a simpler solution

k —
Bim [ G G
b [FVERGE TG
t b(J_y (422 ’
(/-3 (5%)
~ k -1
o= [ ) @



Adjoint solutions for linearizable Krichever—Novikov equation 191

Let the second solution be
utl = kya®.

Then
uiﬂ = _—3tx™? exp (—?\/331 + %Eg + %\/533 + 02) + 5k 2
+2v5\/ ket /=3t exp (—20VEBy + 4By + 2V3By + ),

where BZ—, i =1,2,3, are the same as those introduced in (30) but k = %
One can easily verify that obtained expression satisfies (26). More solu-
tions may be constructed by utilization of the previous theorem and
application of the Lie symmetry transformations or any other formula
generating solutions.

6. Conclusion. The concept of an adjoint solution of the initial
equation was developed in this paper, and used for construction of new
solutions of linearizable Krichever-Novikov equation and for the connec-
ted linear one. Some of them were obtained in an explicit form, while
others have a parametrical representations with functional parameters
given in implicit form. The Lie symmetry solutions of the special inho-
mogeneous target equation allowed us to generate appropriate solutions
for the given initial equation. The superposition formula was derived in
the present paper and applied for the generation of solutions to the equa-
tion (10). All the found solutions can be naturally extended by means of
the Lie symmetry transformations or any other formula generating new
solutions. The results obtained for the equation (10) can be extended to
similar classes of equations.
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